Code Agents are State of The Art Software Testers
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We propose SWT-Bench, a new test generation benchmark
based on issue descriptions and real world code bases. We
show that LLM-based Code Agents outperform zero-shot
baselines and prior specialized methods at this task.
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All experiments based on GPT-4. Zero Shot Baseline: GPT-4 + BM25 retrieved files, Previous Method: LIBRO [2], heuristic filtering of proposed tests.
Code Agents: Aider [3], AutoCodeRover [4] and SWE-Agent [5] with modified prompts (i.e. “generate a test case”, “run the test suite before submission”)

[1]: Jimenez et al: Can language models resolve real-world GitHub issues?, 2024 [2] Kang et. al: Large language models are few-shot testers, 2023
[3] https://aider.chat [4] Zhang et al: AutoCodeRover, 2024 [5] Yang et al: SWE-Agent, 2024




